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ABSTRACT

We present a novel human body co-segmentation method for un-
registered multispectral, color and thermal, images by leveraging
CNNs. The main challenges for that tasks are no-alignment between
color and thermal images and an absent of ground truth human seg-
mentation labels. To solve these limitations, our key-insight is to
formulate the segmentation network for each modality that solve two
sub-tasks, correspondence and classification, in a joint and iterative
manner. We formulate the learning framework between multispec-
tral images in a way that training labels for one modality are used
to learn the network for the other modality. We estimate dense cor-
respondences between multispectral image pairs using intermediate
convolutional activations of CNNs and perform human segmenta-
tion for each modality through the conditional random fields (CRF)
optimization using unary and pairwise fusion. These two steps are
formulated as an iterative framework, enables the network to con-
verge on an optimal solution. Experimental results show that our
proposed method outperforms conventional state-of-the-art methods
on the VAP benchmark consisting of unregistered multispectral color
and thermal images.

Index Terms— multispectral imaging, weakly supervised learn-
ing, human segmentation, visual surveillance, convolutional neural
networks

1. INTRODUCTION

Human body segmentation has been one of the most important and
fundamental steps for numerous computer vision applications, such
as visual surveillance system and action classification [1, 2, 3]. In
addition, precise human segmentation benefits the development of
white balancing system [4] and object-cutout and paste [5].

Conventionally, a number of approaches have been proposed to
segment consistent humans in color images or videos [1, 2]. How-
ever, using only color images might induce inherent difficulties in
segmenting human body under poor illumination conditions or envi-
ronments, where the intensities of human body and background are
hard to be distinghished. As exemplified in Fig. 1, in a color image,
it is hard to distinguish legs of human from the background.

Recently, due to the reduction of the price and their ability to
provide visibility in night conditions, thermal sensors have been pop-
ularly used for many computer vision tasks as complementary infor-
mation to supplement the data provided in color images [3, 6, 7]. Es-
pecially, the usage of a thermal image combined with a color image
could benefit pedestrian detection [6] as well as human segmentation
[3] since a thermal image represents the radiated heat of humans in
the scene, it enables us to deal with the ambiguity in intensities of
human and background. However, combining these multispectral
images, such color and thermal image, is not an easy task since they
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Fig. 1. Importance of joint usage of multispectral, color and ther-
mal, images for human body segmentation: (a) a color image, (b) a
thermal image, and estimated human probability maps from (c) the
color image, (d) the thermal image. Since multispectral images en-
code different attributes of a scene, the joint usages of multispectral
images can boost the performance of human body segmentation.

are frequently obtained under different viewpoints and have different
attributes.

Over the past few years, convolutional neural networks (CNNs)
have shown revolutionary improvements in performance on various
computer vision tasks including segmentation. By leveraging CNNs,
human body segmentation performances can be also boosted even
for multispectral image cases. However, the key-bottleneck in train-
ing CNNs for segmentation is that they require pixel-level haman
annotation labels. Collecting accurate pixel-level annotation in large
quantities is very labor intensive and somewhat subjective. To over-
come these limitations, many approaches have attempted to train
segmentation network without pixel-level human annotations rather
using weak annotations, such as bounding boxes and image-level la-
bels, which are much easier to collect than pixel-level annotations
[8].

In this paper, we propose a novel human body co-segmentation
method for unregistered color and thermal images through CNNs. To
realize this, our key-insight is to formulate the segmentation network
that enables solving two tasks, correspondence and classification, in
a joint and iterative manner. To estimate dense correspondences for
unregistered color and thermal image, we extract a feature from an
intermediate convolutional activation within the segmentation net-
work for each modality. Furthermore, to boost the human segmen-
tation performance through disparate modalities, color and thermal
images, we propose two-way fusion techniques, unary fusion and
pairwise fusion, in a conditional random field (CRF) model. In an
iteration during training networks, intermediate human segmenta-
tions from one modality are utilized to learn the network for another
modality in a joint manner. By iterating the process of training, hu-
man co-segmentation performances for each modality get accurate.
In experiments, our proposed method is evaluated on VAP dataset
[3] which include unregistrated color and thermal video sequences
in an indoor scene, which demonstrates the outstanding performance
of our proposed method compared to conventional human segmen-
tation methods.
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Fig. 2. Overview of our framework, consists of three key-pipelines, color and thermal human segmentation networks, flow estimation, CRF
opitimization with the fusion of color and thermal information.

2. PROPOSED METHOD

2.1. Problem Formulation and Overview
Given a color image Ic and a thermal image It, our aim is to predict
the human segmentation label S(i) ∈ {h, b} for pixel i = [xi, yi],
where h and b denote a human and background label respectively.
Since these multispectral image pairs, i.e., color and thermal im-
ages, supplement complementary information to each other, the hu-
man segmentation performance through the joint usage of these im-
ages can be boosted in comparison to that using an only color image.
Recently, most existing methods that exploit CNNs [9, 10, 11] have
made a great improvement for the human segmentation task with
a pixel-level human annotation in a supervised manner. However,
since these multispectral images are frequently taken under different
viewpoints in general settings, e.g., surveilance systems, the direct
usage of these unregistered multispectral images cannot contribute
the performance boosting. Furthermore, a major challenge of hu-
man segmentation in multispectral images with CNNs is the lack of
ground truth human annotation for training data, where manual an-
notation is very labor intensive and somewhat subjective.

To alleviate these limitations, we propose a novel human seg-
mentation framework by leveraging CNNs to predict dense human
segmentation labels on unregistrated multispectral color and ther-
mal images without ground-truth human annotations. Unlike exist-
ing weakly-supervised segmentation methods [8], we formulate the
segmentation network to be learned in a way that the resulting seg-
mentation label of one modality can be used to learn other modal-
ity segmentation network. To fuse the segmentation labels between
multispectral images, we propose two-way fusion techniques, unary
and pairwise fusion. Specificially, the score maps from each seg-
mentation network are fused through the max-fusion scheme, and
multispectral images are fused to construct the pairwise term in the
graphical model. Moreover, to deal with registration problems, we
formulate the shared feature extraction layer within the segmentation
network to estimate dense correspondences between multispectral
images. To boost the performance and convergence, these two tasks,
segmentation and correspondence, are formulated synergistically in
a joint and iterative manner.

2.2. Network Architecture
Our key-ingradient is to formulate the correspondence and segmen-
tation tasks for unregistered multispectral, color and thermal, images
in a joint and iterative manner through CNNs. The overall network
of our method consists of two sub-networks, color and thermal hu-
man segmentation networks. Each network consists of feature ex-
traction and classification layers, where the feature extraction layers
are formulated to be shared across multispectral images to extract

consistent features and classification layers are formulated to predict
the human segmentation for each modality. As segmentation net-
works, we adopt the model of fully convolutional networks (FCNs)
[9], a variant of VGG-net [12] for classification purpose. The final
convolution layer is modified to have 2 classes, i.e., human and back-
ground. For correspondence estimation, intermediate convolutional
features of last convolutional activations before the pool-3 layer are
built through feed-forward processes F(I;Wf ) where Wf is the
correspondence layer parameters. For segmentation, two indepen-
dent layers are used to predict the human segmentation labels for
each modality through feed-forward processes F(F(Ic;Wf );Wc)
and F(F(It;Wf );Wt) where Wc and Wt are segmentation net-
work parameters. Note that overall parameters for color segmenta-
tion network are W = {Wf ,Wc} or vice versa.

2.3. Flow Estimation between Multispectral Images
As their complementary information, the fusion of multispectral im-
ages can boost the performance as shown in many applications such
as pedestrian detection [6] and segmentation [3]. However, these
methods have inherent limitations to be applied on un-registrated
multispectral images since they assume that these two images are
registrated or taken under same viewpoint. To tackle this problem,
in the proposed method, we explicitely estimate two dense corre-
spondence flows, i.e., fc→t from color Ic to thermal It and ft→c

from thermal It to color Ic, where f(i) ∈ [ui, vi]
T , satisfying

It(xi, yi) = Ic(xi + uc→t
i , yi + vc→t

i ) or vice versa. To estimate
these correspondeces, intermediate convolutional activations from
the network of each modality are first extracted as

Ac = F(Ic;Wf ), At = F(It;Wf ). (1)

To reduce the outliers, these activations are normalized to have
an unit norm such that Ac/ |Ac| and At/ |At|. They are then used
to define the matching evidence in SIFT flow (SF) optimization [13].
Since these activations are a quarter size of an input image, estimated
flows through the SF optimization are bilinearly interpolated, and
filtered by edge-aware filtering (EAF) [14, 15] with the guidance of
each modality image based on the color and flow field consistency
assumption.

However, even after the above flow estimation, there might exist
errors or outliers on dense flow fields, which might degenerate the
human segmentation quality when fusing the modalities. Intuitively
the correspondence relation from a color image to a thermal image
should be consistent with that from the thermal image to the color
image. Thus, in order to remove the outliers on estimated corre-
spondence fields, we adopt a correspondence consistency such that

|fc→t(i+ ft→c(i)) + ft→c(i)|1 ≤ t, (2)



Fig. 3. Network architecture of the segmentation network

where t is a threshold parameter. Inconsistent flows which do not
satisfy the condition above are discarded, thus only consistent flows
are remained.

2.4. Segmentation Label Updating
We formulate the joint human segmentation for multispectral color
and thermal images in a weakly-supervised and iterative manner.
During an iteration, the resulting human segmentation results for one
modality are used to learn the network for another modality. To fuse
the these resulting human segmentation results, we formulate a fully
connected conditional random field (CRF) model, which is popularly
used to recover detailed structure of object boundaries [16] as a post
processing. Unlike conventional methods [10, 11], we incorporate
the CRF model to fuse the resulting outputs of two complementary
networks and learn the segmentation network of each modality si-
multaneously.

First of all, initial probabilities for human segmentation can be
represented as the convolutional activations from last classification
layer of each modality such that

Pc = F(Ac;Wc), Pt = F(At;Wt). (3)

Then, our energy function in the CRF model can be formulated
to optimize the initial human probabilities Pc and Pt in a joint man-
ner. Unlike exising CRF models [11], our CRF model is formulated
with a fused probability Pf and a fused guidance image If such that

Ef (S) =
∑

i
φ(Pf (i)) +

∑
i,j

ϕ(If (i), If (j)) (4)

where φ(·) is an unary data term and ϕ(·, ·) is a pairwise regulariza-
tion term. The unary data term φ(Pf (i)) is computed as − logPf (i)
and the pairwise regularization term ϕ(If (i), If (j)) is calculated as
k(If (i), If (j)) · ξ(i, j), where ξ(i, j) = 1 if i �= j and zero oth-
erwise. In the following, the fused unary and pairwise terms in our
method can be introduced.

2.4.1. Unary Fusion

The initial human probabilities Pc and Pt can be used to segment
the human in a joint manner. Since each modality encodes differ-
ent characteristics of the human and has its own distinct advantages
at segmenting humans, fusion of probabilities into the unary term
enables the method to estimate reliable segmentation labels. Specif-
ically, we warp unregistered score map from thermal image Pt to
color domains through a valid flow ft→c and create a unary term by
selecting a larger probability from Pc and ft→c(Pt) as

φ(Pf ) = − log(max(Pc, ft→c(Pt))). (5)

Similarly, for thermal domain, the unary data term are generated
by selecting the larger probability from Pt and fc→t(Pc).
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Fig. 4. Visualization of warping results for (a) a color image and (b)
a thermal image using activation features at (c) iteration 1 and (d)
iteration 2. Correspondence estimation performance was enhanced
as evolving iterations.
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Fig. 5. Comparison of qualitative evaluations of human body seg-
mentations as evolving the iteration: (a) input color and thermal im-
ages, human segmentation results at (b) iteration 1, (c) iteration 2,
and (d) iteration 4 and (e) ground truth. Thanks to joint fusion of
multispectral information, human segmentation results the proposed
method get improved as evolving the iteration.

2.4.2. Pairwise Fusion

The guidance image from only color or thermal might be sensitive to
ambiguous segmentation boundaries, i.e. there are similar colors be-
tween human body and background across segmentation boundaries.
To alleviate this limitation, we propose a pairwise fusion technique
in a way that the guidance image If is generated using unregistered
multimodal image pairs {Ic, It} and flows {ft→c, fc→t} between
them. For example, in order to refine the human labels in color do-
main, guidance image If is generated by fusing red, green channel
of Ic and thermal channel of ft→c(It). With this guidance, the ker-
nel k(i, j) consists of two gaussian kernels depending on the pixel
position i and j and pixel intensity If (i) and If (j):

k(If (i), If (j)) = ω1 exp

(
−|i− j|2

2ρ2α
− |If (i)− If (j)|2

2ρ2β

)

+ ω2 exp

(
−|i− j|2

2ρ2γ

)
.

(6)

This pairwise fusion of multispectral images allows us to have a
more informative and richer representation of the scene. Specifically,
color modality contributes to extract contour and texture information
and thermal modality contributes to extract temperature information.
Both of which can be helpful to segment humans. As shown in Fig.1,
different modalities have different advantages in human segmenta-
tion. When using these two modalities simulataneously, the human
segmentation performance can be boosted.



Table 1. Comparison of quantitative evaluations on the VAP bench-
mark [3]. We measured the mean IOU for human segment labels.

FCN-CRF
[9]

CRF-RNN
[10]

Ours
(initial)

Ours
(final)

Color 49.32 69.24 73.44 79.68
Thermal 46.92 64.16 61.23 69.91
Average 48.12 66.70 67.34 74.80

3. EXPERIMENTAL RESULT

3.1. Experimental Settings
In experiments, we implemented our segmentation networks using
the VLFeat MatConvNet library [17]. For convolution layers, the
FCN model [9] pretrained on PASCAL-VOC benchmark [18] was
used to initialize the network. Note that due to the statistical dis-
crepancy between PASCAL-VOC benchmark [18] and multispectral
VAP Trimodal dataset [3], our testing database, an initial parameter
in the FCN model [9] cannot provide reliable solutions for our task.
Training was performed with stochastic gradient descent (SGD), us-
ing a mini-batch of size 20, a learning rate of 0.0001, momentum
of 0.9, and a weight decay of 0.0005. For each modality, the CRF
energy function was optimized with the fixed associated parameters
in 10 iteration, set to {ω1, ω2, ρα, ρβ , ργ} = {5, 3, 50, 10, 3}.

The proposed method was evaluated on VAP people segmenta-
tion dataset [3] which consists of RGB, thermal, and depth video se-
quences. Since the dataset consists of a video sequence, our segmen-
tation network might be in overfitting. To remove redundancy, We
sampled 520 images for training and 520 images for testing in 5724
annotated frames. We augmented the training data by randomly flip-
ping and cropping the image batch to increase the variation of the
training data. While this dataset includes calibration and registration
algorithm among modalities, they were not used in our experiment
because we consider general settings, i.e., multi-spectral cameras are
unregistered.

3.2. Convergence Analysis
We first evaluated our method as evolving the iteration as shown
in Fig. 5. To evaluate the convergence of our method, we itera-
tively performed the whole training process described in sec.2.1. As
shown in results, the human segment labels are getting more reliable
as the iterations progress. Sepcifically, in first iteration, the network
produced miss-classified human areas on some regions that have the
ambiguity on the image, especially at leg parts. Since color of the
human and the background are very similar, it is hard to distinguish
them. As iterations progress, however, sub-networks improve per-
formance by complementing each other. As shown in input images,
a thermal image has a larger difference between the leg part and
the background than that on color image, thus thermal sub-networks
could generate more reliable labels on these regions. This thermal
label affects the color label with joint CRF optimization. These
improved labels help train the networks for each modality gradu-
ally. Furthermore, Fig. 4 shows the dense correspondence estima-
tion results. As expected, dense correspondences between color and
thermal images are more reliably estimated as evolving an iteration,
which iteratively boost the convergence of our network training.

3.3. Comparison with Other Methods
We evaluated our method in comparison to state-of-the-art human
segmentation methods such as FCN-CRF and CRF-RNN[10]. The
FCN-CRF combines the pretrained FCN network [9] with CRF post
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Fig. 6. Comparison of qualitative evaluations of human body seg-
mentations on the VAP benchmark [3]: (a) input color and ther-
mal images, human segmentation results using (b) FCN-CRF [9],
(c) CRF-RNN [10], and (d) our method, and (e) ground truth. For a
fair comparision, CRF [16] optimization as a post processing scheme
is applied to FCN [9].

processing [16] for pair comparison. Both of FCN-CRF and CRF-
RNN are trained with the supervision of the pixel-level annotations
in the PASCAL VOC dataset. For quantitative evaluations, the per-
formance wass measured as pixel intersection-over-union (IOU) [9,
8, 10]. Fig. 6 provides comparison of qualitative evaluations for hu-
man segmentation on both color and thermal modality. As expected,
the results of FCN-CRF cannot estimate segment labels when the
intensities of human and background are similar at each modality.
CRF-RNN [10] was robust to this intensity problem by CRF prop-
agation to neighbor pixels but it shows that the larger the problem
area, the lower the performance. These problems are due to low
performance of single modality estimation. On the other hand, our
method segments humans well for both modalities because our net-
works are updated by synergy of both modality. IOU results of these
methods are denoted in Table 1. We achieved 8.1% improvements
in average IOU than CRF-RNN [10], which proves that our method
definitely overcomes the limitation of single modality based flow es-
timation by leveraging a modality fusion.

4. CONCLUSION

We proposed the human body co-segmentation method for un-
registered multi-spectral color and thermal image by leveraging
CNNs. We formulated the human co-segmentation problem as two
sub-problems, dense correspondence and segmentation, in a joint
and iterative manner. We formulated the learning framework such
that training labels for one modality are gradually updated as an
iteration progress to learn the other modality network. To realize
that task, dense correspondences are estimated using intermediate
convolutional activations of segmentation network, and with this
flow field, the human body segmentation labels are fused in a unary
and pairwise term within CRF optimization. Experimental results
demonstrated that our method provides highly accurate segmenta-
tion results in comparison to state-of-the-art methods even without
pixel-level human annotations.
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